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(57) ABSTRACT 

A method for detecting a movable object in a location 
includes - providing a first 3D representation of at least part 
of a Surface by Scanning; - providing a second 3D repre 
sentation of at least part of the Surface by Scanning; —de 
termining for the first 3D representation a first excluded 
Volume; —determining for the second 3D representation a 
second excluded volume; —if a portion of the surface in the 
first 3D representation is located in space in the second 
excluded volume, the portion of the surface in the first 3D 
representation is disregarded, and/or —if a portion of the 
Surface in the second 3D representation is located in space 
in the first excluded volume, the portion of the surface in the 
second 3D representation is disregarded. 

25 Claims, 19 Drawing Sheets 
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DETECTION OF AMOVABLE OBJECT 
WHEN 3D SCANNING ARGD OBJECT 

FIELD OF THE INVENTION 

This invention generally relates to a method for detecting 
a movable object in a location, when Scanning a rigid object 
in the location by means of a 3D scanner for generating a 
virtual 3D model of the rigid object. More particularly, the 
invention relates to Scanning of a patient’s set of teeth in the 
mouth of the patient by means of a handheld Scanner. 

BACKGROUND OF THE INVENTION 

In traditional dentistry, the dentist makes a dental impres 
sion of the patient's teeth, when the patient needs a crown, 
a bridge, a denture, a removable, an orthodontic treatment 
etc. An impression is carried out by placing a viscous liquid 
material into the mouth, usually in a dental impression tray. 
The material, usually an alginate, then sets to become an 
elastic solid, and, when removed from the mouth, provides 
a detailed and stable reproduction of teeth. When the impres 
sion is made, cheek retractors are arranged in the patients 
mouth to avoid that the soft movable cheeks affect the 
impression of the teeth. 

Today direct 3D scanning of the patient’s teeth can be 
obtained using an intraoral handheld 3D scanner instead of 
making a physical dental impression. 
When Scanning a rigid object in a location for obtaining 

a virtual 3D model of the rigid object, such as scanning teeth 
in the mouth of a patient by means of a handheld Scanner, it 
may happen that movable objects such as the patient’s 
cheeks, tongue, or the dentists instruments or fingers are 
captured in the Sub-scans, because these movable object are 
located for example between the surface of the teeth and the 
scanner, whereby the movable object obstruct the view of 
the teeth for the scanner. As the movable objects are mov 
able they will typically move, and therefore it is likely that 
the movable object is only captured in one or a few subscans. 
Since a number of Subscans are typically acquired for 
obtaining a virtual 3D model of it is likely that there will 
also be acquired Subscans of the same part of the rigid object 
but without the movable object obstructing the rigid object. 
Typically the movable objects will move or be moved very 
fast, since both the patient knows that his tongue should not 
touch or be near for the teeth when his teeth is scanned and 
the dentist knows that his instruments should not obstruct 
the visual access to the teeth. Therefore the movable object 
will typically only obstruct the visual access of the teeth for 
a very short time, and this means that the movable object 
will typically only be captured in one or few Subscans. 
Furthermore, if the dentist notice that a movable object was 
present when he scanned a part of the teeth, he may return 
to scan the same part of the teeth where the movable object 
was before, and thus in most cases, there will also be 
subscans where the movable object is not present. The 
problem is then to differentiate between the surface of the 
movable object and the surface of the rigid object, such that 
only the Surfaces originating from the rigid object are used 
when generating the virtual 3D model. 

In prior art geometry and colour data are used to distin 
guish between a first and a second tissue, such as hard tissue 
as teeth and soft tissue as gums, tongue, cheeks, and lips. 
EP1607041B discloses a method of providing data useful 

in procedures associated with the oral cavity characterized 
by comprising: providing at least two numerical entities (I, 
I. . . . . I), each said numerical entity representative of the 
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2 
three-dimensional Surface geometry and colour of at least 
part of the intra-oral cavity wherein said numerical entity 
comprises Surface geometry and colour data associated with 
said part of the intra-oral cavity; wherein at least a portion 
of said entities (I, I. . . . I.) comprise overlapping spatial 
data, comprising: 

(a) for each entity providing at least one sub entity (IS', 
IS', . . . IS) comprising a first tissue data set com 
prising Surface geometry and colour data, wherein said 
colour data thereof is correlated with a colour repre 
sentative of a first tissue; and 

(b) Stitching said first tissue data sets together based on 
registering portions of said data set comprising said 
Overlapping spatial data (I, I. . . . I.) and 

manipulating said entity to provide desired data there 
from. 

Furthermore, in image processing a method called space 
carving is used for building up a 3D model. 
The article “A Method for Registration of 3-D Shapes” by 

Besland McKay, IEEE Transactions of Patten Analysis and 
Machine Intelligence, vol. 14, no. 2, February 1992 dis 
closes a method for accurate and computationally efficient 
registration of 3-D shapes. 

However, none of the prior art considers the case where 
some of the objects in the location are movable. 
Thus it remains a problem to distinguish between mov 

able objects and rigid objects, when both movable objects 
and rigid objects are present in a location, when Scanning in 
the location for obtaining a virtual 3D model of the rigid 
object. 

SUMMARY 

Disclosed is a method for detecting a movable object in a 
location, when scanning a rigid object in the location by 
means of a 3D scanner for generating a virtual 3D model of 
the rigid object, wherein the method comprises: 

providing a first 3D representation of at least part of a 
Surface by Scanning at least part of the location; 

providing a second 3D representation of at least part of the 
Surface by Scanning at least part of the location; 

determining for the first 3D representation a first excluded 
Volume in space where no surface can be present; 

determining for the second 3D representation a second 
excluded Volume in space where no Surface can be 
present; 

if a portion of the surface in the first 3D representation is 
located in space in the second excluded Volume, the 
portion of the surface in the first 3D representation is 
disregarded in the generation of the virtual 3D model, 
and/or 

if a portion of the surface in the second 3D representation 
is located in space in the first excluded volume, the 
portion of the surface in the second 3D representation 
is disregarded in the generation of the virtual 3D model. 

Consequently, it is an advantage to disregard a surface 
portion from one representation if the Surface portion is 
located in space in the excluded Volume of another repre 
sentation, because a Surface portion detected in an excluded 
volume represents a movable object which is not part of the 
rigid object. 
Thus it is an advantage that the method provides a 

determination of whether a detected surface portion is a 
point in space where there should be no surface, by detecting 
the space of the surface portion in both a first representation 
and in the second representation. If the Surface portion is 
only present in one of the representations and the represen 
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tations cover the same space of the Surface portion, then the 
Surface portion must represent an object which was only 
present when one of the representations were acquired, and 
therefore the surface portion must originate from a movable 
object, which has moved during the acquisitions of the two 
representations. 
When scanning a surface, then all space which is not 

occupied by the Surface, may be defined as empty space, and 
if in a later Scan, a Surface is detected in the empty space, 
then that Surface is disregarded. 

Likewise, if in a later Scan, a Volume region is seen to be 
empty, but that Volume region was covered by a surface in 
a previous scan, then the surface is disregarded from the 3D 
virtual model. 
By disregarding is meant not taken into account, such as 

deleting or not adding, when generating the 3D virtual 
model. If a surface portion from the first representation has 
already been added to the virtual 3D model, it may be 
deleted from it again if it is found that the surface portion is 
in the second excluded volume. If a surface portion from the 
second representation is found to be in the first excluded 
volume, the surface portion is not added to the virtual 3D 
model. 

If a Volume region in one representation or Subscan is 
empty then it is excluded from addition of new surfaces even 
though a later representation or Subscan shows that a surface 
is present in the Volume regions. If a later representation or 
Subscan shows that the Volume is empty then a surface from 
a previous subscan in that volume is removed from the 3D 
model. 
A common scan volume can be defined, which is the 

Volume in space where the first scan Volume and the second 
scan Volume are overlapping. Thus it may be defined as the 
Volume in space, where all Volume units are contained in 
both the first scan Volume and in the second scan Volume. 

If a portion of the surface in the first 3D representation is 
not located in space in the second excluded Volume, and/or 
if a portion of the surface in the second 3D representation is 
not located in space in the first excluded Volume, no surface 
portions are disregarded yet, and the scanning may continue 
by providing a third representation, a fourth representation 
etc. 

Typically when scanning an object, Such as a set of teeth, 
more representations or Subscans may be provided, such as 
10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 
600, 700, 800, 900, 1000, 2000, 3000, 4000, 5000, 6000, 
7000, 8000, 9000, 10000 etc. during a complete scanning 
process. 

In some embodiments the rigid object is a patient’s set of 
teeth, and the location is the mouth of the patient. 

In some embodiments the movable object is a soft tissue 
part of the patient’s mouth, such as the inside of a cheek, the 
tongue, lips, gums and/or loose gingival. 

In some embodiments the movable object is a dentists 
instrument or remedy which is temporarily present in the 
patient’s mouth, such as a dental Suction device, cotton rolls, 
and/or cotton pads. 

In some embodiments the movable object is a finger, Such 
as the dentist's finger or the dental assistants finger. 

In some embodiments the 3D scanner is a scanner con 
figured for acquiring scans of an objects Surface for gen 
erating a virtual 3D model of the object. 

In some embodiments at least part of the Surface captured 
in the first representation and at least part of the surface 
captured in the second representation are overlapping the 
same Surface part on the rigid object. 
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4 
In some embodiments the first representation of at least 

part of the surface is defined as the first representation of at 
least a first part of the Surface, and the second representation 
of at least part of the surface is defined as the second 
representation of at least a second part of the Surface. 
The first part of the surface and the second part of the 

Surface may be two different parts, or may be the same part, 
or may be partly the same part. 

In some embodiments the first part of the surface and the 
second part of the Surface are at least partially overlapping. 

In some embodiments the Surface is a Surface in the 
location. 

In some embodiments the surface is at least part of the 
surface of the rigid object and/or at least part of the surface 
of the movable object. 
The purpose of Scanning is to acquire a virtual 3D model 

of the rigid object, e.g. teeth, but if there is a movable object 
in the location, e.g. the mouth of the patient, when scanning, 
then the movable object may also be captured in some of the 
Subscans. 

In some embodiments the method comprises determining 
a first scan Volume in space related to the first representation 
of at least part of the Surface, and determining a second scan 
Volume in space related to the second representation of at 
least part of the surface. 
The scan Volume may be the Volume in space which is 

located in front of the captured surface relative to the 
SCaC. 

In some embodiments the scan volume is defined by the 
focusing optics in the 3D scanner and the distance to the 
Surface which is captured. 
The scan volume may be defined as the physical volume 

which the scanner is adapted to scan relative to the view 
position and the orientation of the scanner, Such as relative 
to the scan head of the scanner. 

Furthermore, the scanner comprises a scan head, and the 
scan Volume may be defined as the distance in space 
between the surface and the scan head times the area of the 
opening of the scan head. The scan head may comprise the 
focusing optics of the Scanner. 

Instead of the area of the opening of the scan head, the 
area of the Surface projected in the optical direction may be 
considered. 

In some embodiments the first scan volume related to the 
first representation of at least part of the surface is the 
volume in space between the focusing optics of the 3D 
scanner and the Surface captured in the first representation; 
and the second scan volume related to the second represen 
tation of at least part of the Surface is the Volume in space 
between the focusing optics of the 3D scanner and the 
Surface captured in the second representation. 

In some embodiments if no Surface is captured in at least 
part of the first or second representation, then the first or 
second scan Volume is the Volume in space between the 
focusing optics of the 3D scanner and the longitudinally 
extent of the scan Volume. 

In some embodiments the first excluded volume and the 
second excluded Volume in space where no surface can be 
present corresponds to the first scan Volume and the second 
scan Volume, respectively. 
The space between the focusing optics of the 3D scanner 

and the captured surface must be an empty space, unless a 
transparent object, which is not detectable by the 3D scan 
ner, was located in the scan Volume. 
The scan Volume may be defined as the maximum Volume 

which can be scanned, e.g. the maximum volume of light 
which can be transmitted from the scan head. In that case, 
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the excluded volume would only correspond to the scan 
Volume, if the captured Surface is located at the end or edge 
of the scan volume. But in most cases the excluded volume 
would be smaller than the scan volume, if the definition of 
the scan Volume was the maximum volume. 

In some embodiments the volume of the 3D scanner itself 
is defined as an excluded Volume. 

In some embodiments the volume of the 3D scanner itself 
is comprised in the first excluded Volume and in the second 
excluded volume. 

In some embodiments a near threshold distance is defined, 
which determines a distance from the captured surface in the 
first representation and the second representation, where a 
Surface portion in the second representation or the first 
representation, respectively, which is located within the near 
threshold distance from the captured surface and which is 
located in space in the first excluded volume or in the second 
excluded Volume, respectively, is not disregarded in the 
generation of the virtual 3D model. 
The near threshold defines how far from the representa 

tion or Surface in a Subscan possibly movable objects are 
disregarded from the generation of the virtual 3D model. 
The near threshold distance is defined for avoiding that too 
much of a representation of a Surface is incorrectly disre 
garded, since there may be noise in the representation and 
since the registration/alignment between representations or 
Sub-Scans may not be completely accurate. Due to different 
levels of noise in different subscans or due to inaccurate 
registration/alignment of Subscans, two Subscans of the 
same surface may incorrectly look like two different sur 
faces. 
The near threshold distance may be such as 0.01 mm, 0.05 

mm, 0.09 mm, 0.10 mm, 0.15 mm, 0.20 mm etc. 
In some embodiments a far threshold distance is defined, 

which determines a distance from the captured surface, 
where the volume outside the far threshold distance is not 
included in the excluded volume of a representation. 

Thus the volume outside the far threshold distance is not 
included in the first excluded volume of the first 3D repre 
sentation, and the volume outside the far threshold distance 
is not included in the second excluded volume of the second 
3D representation. 

According to this embodiment any acquired data or 
Surface or Surface points of the first or second representation, 
which is/are present or located outside the far threshold 
distance, is not used to determine or define the first or second 
excluded Volume, respectively. 

It is an advantage because a surface or Surface points from 
a movable object or from another part of the tooth surface 
can actually be present outside the far threshold distance 
without being detected by the scanner, due to the geometry 
and optical properties of the scanner. The light rays from the 
scanner head may be transmitted in any directions and with 
any angle or inclination from a normal plane of the scanner 
head, and therefore a light ray can be transmitted from the 
scanner head to a point which is placed behind the movable 
object or the other part of the tooth surface, when the 
movable object or the other part of the tooth surface is 
present partly in front of the Scanner head. 

Thus the volume outside the far threshold distance is not 
included in the excluded volume, because in the volume 
outside the far threshold distance a surface can be present 
even though no surface is detected by the scanner. 
The far threshold distance defines or determines a dis 

tance from the captured surface, where the Volume or region 
within the far threshold distance is included in the excluded 
Volume. 
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6 
Thus ifutilizing or applying the far threshold distance, the 

excluded volume for a representation will be smaller than if 
not applying the far threshold distance, and therefore less 
volume can be excluded. 

However, the advantage of applying a far threshold dis 
tance is that only volumes which can truly be excluded, will 
be excluded, meaning that the general scan data will have a 
higher quality. 

Thus even though no surface or Surface points has/have 
been detected in a Volume or region between the Scanner and 
the tooth surface, the whole region cannot be defined as 
excluded volume, because the light rays from and to the 
scanner may travel with inclined angles relative to a normal 
of the scan head, which means that the scanner can detect a 
point on the tooth Surface even though another part of the 
tooth is actually placed, at least partly, between the detected 
tooth surface and the scanner. Therefore a far threshold 
distance is defined, and no data detected outside this far 
threshold distance from the tooth surface is used to define 
the excluded volume of a representation. Only data detected 
inside the far threshold distance is used to define the 
excluded Volume, because only within this distance can one 
be certain that the data detected actually corresponds to the 
real physical situation. 
The scanner may detect that no surface is present in the 

volume or region outside the far threshold distance between 
the tooth surface and the scanner, but this data or informa 
tion cannot be used to define the excluded volume of the 
representation, because there may actually be a movable 
object or another part of the tooth surface in this region or 
volume which the scanner overlooks because of its inclined 
light rays. 

Furthermore, the scanner may overlook a surface part 
even though the Surface part is in the scan Volume. This can 
be caused by that the Surface part is outside the focus region 
of the scanner, for example if the Surface part is too close to 
the opening of the Scanner head and/or scanner body, as the 
focus region may begin some distance from the scannerhead 
and/or scanner body. Alternatively and/or additionally this 
can be caused by the lightning conditions, which may not be 
optimal for the given material of the surface, whereby the 
Surface is not properly illuminated and thus can become 
invisible for the Scanner. Thus in any case the scanner may 
overlook or look through the surface part. Hereby a volume 
in space may erroneously be excluded, since the scanner 
detects that no surface is present, and therefore a surface 
portion captured in this excluded volume in another 3D 
representation or scan would be disregarded. For avoiding 
that this happens, which would be unfavorably if the surface 
part was a true tooth Surface, the far threshold distance can 
be defined, such that the excluded volume becomes smaller, 
such that only volume which really can be excluded is 
excluded. 

It is an advantage that real Surface points of a tooth are not 
erroneously disregarded, whereby fewer holes, i.e. regions 
with no scan data, are created in the scans. Thus the excluded 
volume is reduced by means of the far threshold distance for 
avoiding that too much surface information is incorrectly 
disregarded. 
The light rays from the scan head of the scanner may 

spread or scatter or disperse in any directions. 
Even if an object, Such as a movable object, is arranged 

between the scan head and the Surface of a rigid object, e.g. 
a tooth, the scanner may still capture a surface point on the 
tooth surface which is present or hidden “under the object, 
because of the angled or inclined light rays. A Surface point 
or area may just have to be visible for one or a small number 
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of light rays from and/or to the scanner in order for that 
surface point or area to be detected. 

Since the far threshold distance determines a distance 
from the captured surface in a representation, where any 
acquired data or Surface or Surface points, which is/are 
present or located outside the far threshold distance, is not 
used to define the excluded volume of the representation, 
any acquired data or Surface or Surface points in the Volume 
between the far threshold distance and the scan head is not 
included in the definition of the excluded volume. 
The actual distance of the far threshold may depend or be 

calculated based on the optics of the scanner. The far 
threshold distance may be a fixed number, such as about 0.5 
mm, 1 mm, 2 mm, 3 mm, 4 mm, 5 mm, 6 mm, 7 mm, 8 mm, 
9 mm, 10 mm, 20 mm, 30 mm, 40 mm, 50 mm, 60 mm, 70 
mm, 80 mm, 90 mm, or 100 mm. Alternatively, the far 
threshold distance may be a percentage or a fraction of the 
length of the scan volume, such as about 20%, 25%, 30%, 
35%, 40%, 45%, or 50% of the length of the scan volume, 
or such as /2, /3, 4, /s of the length of the scan volume. 
The far threshold distance may be based on a determina 

tion of how far a distance from a detected point of the 
Surface it is possible to Scan, i.e. how much of the Surface 
around a detected point that is visible for the scanner. If the 
visible distance in one direction from a surface point is short, 
then the far threshold distance will be smaller than if the 
distance in all directions from a Surface point is long. 

In some embodiments the first representation of at least 
part of a surface is a first Subscan of at least part of the 
location, and the second representation of at least part of the 
Surface is a second Subscan of at least part of the location. 

In some embodiments the first representation of at least 
part of a surface is a provisional virtual 3D model compris 
ing the Subscans of the location acquired already, and the 
second representation of at least part of the Surface is a 
second Subscan of at least part of the location. 

In some embodiments acquired Subscans of the location 
are adapted to be added to the provisional virtual 3D model 
concurrently with the acquisition of the Subscans. 

In some embodiments the provisional virtual 3D model is 
termed as the virtual 3D model, when the scanning of the 
rigid object is finished. 

In some embodiments the method comprises: 
providing a third 3D representation of at least part of a 

Surface by Scanning at least part of the location; 
determine for the third 3D representation a third excluded 
Volume in space where no surface can be present; 

if a portion of the surface in the first 3D representation is 
located in space in the third excluded volume, the 
portion of the surface in the first 3D representation is 
disregarded in the generation of the virtual 3D model, 
and/or 

if a portion of the surface in the second 3D representation 
is located in space in the third excluded volume, the 
portion of the surface in the second 3D representation 
is disregarded in the generation of the virtual 3D model, 
and/or 

if a portion of the surface in the third 3D representation is 
located in space in the first excluded volume and/or in 
the second excluded volume, the portion of the surface 
in the third 3D representation is disregarded in the 
generation of the virtual 3D model. 

In some embodiments the provisional virtual 3D model 
comprises the first representation of at least part of the 
Surface and the second representation of at least part of the 
surface, and where the third representation of at least part of 
the surface is added to the provisional virtual 3D model. 
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8 
Thus the timewise first acquired representation, which is 

not necessarily the first representation, and the timewise 
second acquired representation, which is not necessarily the 
second representation, may be combined to create the pro 
visional virtual 3D model, and each time a new representa 
tion is acquired or provided, the new representation may be 
added to the provisional virtual 3D model, whereby the 
provisional virtual 3D model grows for each added repre 
sentation. 

In some embodiments the virtual 3D model is used for 
virtually designing a restoration for one or more of the 
patient’s teeth. 
Thus the purpose of scanning is to obtain a virtual 3D 

model of the patient’s teeth. If the patient should have a 
restoration, e.g. a crown, a bridge, a denture, a partial 
removable etc., the restoration can be digitally or virtually 
designed on or relative to the 3D virtual model. 

In some embodiments the virtual 3D model is used for 
virtually planning and designing an orthodontic treatment 
for the patient. 

In some embodiments the relative motion of the scanner 
and the rigid object is determined. 

In some embodiments the relative motion of the scanner 
and the rigid object is determined by means of motion 
SSOS. 

If the scanner used for acquiring the Sub-scans is a 
handheld Scanner, then the relative position, orientation or 
motion of Scanner and the object which is scanned must be 
known. The relative position, orientation and motion of the 
scanner can be determined by means of position, orientation 
and/or motion sensors. However, if these sensors are not 
accurate enough for the purpose, the precise relative position 
of scanner and object can be determined by comparing the 
obtained 3D Surfaces in the Sub-scans, such as by means of 
alignment/registration. 
A motion sensor is a device that can perform motion 

measurement, such as an accelerometer. Furthermore the 
motion sensor may be defined as a device which works as a 
position and orientation sensor as well. 
A position sensor is a device that permits position mea 

Surement. It can be an absolute position sensor or a relative 
position sensor, also denoted displacement sensor. Position 
sensors can be linear or angular. 
An orientation sensor is a device that can perform orien 

tation measurement, such as a gyroscope. 
In some embodiments the relative motion of the scanner 

and the rigid object is determined by registering/aligning the 
first representation and the second representation. 

In some embodiments the first representation and the 
second representation are aligned/registered before the first 
excluded volume and the second excluded volume are 
determined. 
Thus after the first and the second representation are 

provided, they may be aligned/registered, and after this, the 
first and second excluded Volume may be determined, and 
then it is detected whether a portion of the surface in the first 
3D representation or in the second 3D representation is 
located in space in the second excluded volume or in the first 
excluded Volume, respectively, Such that such portion of the 
Surface in the representation is disregarded in the generation 
of the virtual 3D model. 

Alignment or registration may comprise bringing the 3D 
representations or Subscans together in a common reference 
system, and then merging them to create the virtual 3D 
model or a provisional virtual 3D model. For each repre 
sentation or Subscan which is aligned/registered to the 
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provisional virtual 3D model, the model grows and finally it 
becomes the virtual 3D model of the object. 

In some embodiments the relative motion of the scanner 
and the rigid object determined by means of the motions 
sensors is verified and potentially adjusted by registering/ 
aligning the first representation and the second representa 
tion. 

In some embodiments motion sensors are used for an 
initial determination of the relative motion of the scanner 
and the rigid object, and where registering/aligning is used 
for the final determination of the relative motion of the 
scanner and the rigid object. 
Thus in practice the motion sensors may be used as a first 

guess for the motion, and based on this the alignment/ 
registration may be used for testing the determined motion 
and/or determining the precise motion or adjusting the 
determined motion. 

In some embodiments the optical system of the scanner is 
telecentric. 
A telecentric system is an optical system that provides 

imaging in Such a way that the chief rays are parallel to the 
optical axis of said optical system. In a telecentric system 
out-of-focus points have Substantially same magnification as 
in-focus points. This may provide an advantage in the data 
processing. A perfectly telecentric optical system may be 
difficult to achieve, however an optical system which is 
substantially telecentric or near telecentric may be provided 
by careful optical design. Thus, when referring to a telecen 
tric optical system it is to be understood that it may be only 
near telecentric. 
As the chief rays in a telecentric optical system are 

parallel to the optical axis, the scan Volume becomes rect 
angular or cylindrical. 

In some embodiments the optical system of the scanner is 
perspective. 

If the optical system is a perspective system, the chief rays 
are angled relative to the optical axis, and the scan Volume 
thus becomes cone shaped. 

Note that the scan volume is typically a 3D shape. 
In some embodiments a mirror in a scan head of the 

scanner provides that the light rays from the light Source in 
the scanner are transmitted with an angle relative to the 
opening of the scan head. 
The scan Volume may be defined not as rectangular but 

rather as resembling a parallelogram. 
The light reflected back from a point on the surface may 

be projected as rays forming a cone or as parallel rays. 
In some embodiments the 3D scanner is a hand-held 

SCa. 

The 3D scanner may for example be a hand-held intraoral 
SCa. 

In some embodiments the Scanner is a pinhole Scanner. 
A pinhole scanner comprises a pinhole camera having a 

single Small aperture. The size of the aperture may be such 
as /100 or less of the distance between it and the projected 
image. Furthermore, the pinhole size may be determined by 
the formula d=2V(2f ), where d is pinhole diameter, f is 
focal length, i.e. the distance from pinhole to image plane, 
and w is the wavelength of light. 

It is an advantage to use the present method for detecting 
a movable object in a location in a pinhole scanner, since 
determining the first excluded Volume and the second 
excluded Volume is very fast, easy and accurate due to the 
pinhole setup, where the camera and the light source? 
projected pattern, respectively, of the scanner are well 
defined points in space relative to the captured surface. 
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Furthermore, if the scanner is a pinhole Scanner, the 

excluded Volume may be bigger, compared to if the scanner 
is not a pinhole Scanner. The reason for this is because no far 
threshold distance can or should be defined when using a 
pinhole Scanner, since no volume between the scanner and 
the captured tooth surface may not be included in the 
excluded Volume due to the geometry and optical properties 
of the scanner. The pinhole scanner cannot overlook a 
Surface or Surface points from e.g. a movable object due to 
its geometry and optical properties. 

In some embodiments the Scanner comprises an aperture, 
and the size of the aperture is less than /100 of the distance 
between it and the projected image. 

This size of aperture corresponds to a pinhole scanner. 
In some embodiments the Scanner comprises an aperture, 

and the size of the aperture is more than /100 of the distance 
between it and the projected image. 

This size of aperture corresponds to a scanner which is not 
a pinhole Scanner. 

Further Aspects 
According to another aspect of the invention, disclosed is 

a method for detecting movable objects in the mouth of a 
patient, when Scanning the patient's set ofteeth in the mouth 
by means of a 3D scanner for generating a virtual 3D model 
of the set of teeth, wherein the method comprises: 

providing a first 3D representation of at least part of a 
Surface by Scanning at least part of the teeth; 

providing a second 3D representation of at least part of the 
Surface by Scanning at least part of the teeth; 

determining for the first 3D representation a first excluded 
Volume in space where no surface can be present; 

determining for the second 3D representation a second 
excluded Volume in space where no Surface can be 
present; 

if a portion of the surface in the first 3D representation is 
located in space in the second excluded Volume, the 
portion of the surface in the first 3D representation is 
disregarded in the generation of the virtual 3D model, 
and/or 

if a portion of the surface in the second 3D representation 
is located in space in the first excluded volume, the 
portion of the surface in the second 3D representation 
is disregarded in the generation of the virtual 3D model. 

According to another aspect of the invention, disclosed is 
a method for detecting a movable object in a location, when 
scanning a rigid object in the location by means of a 3D 
scanner for generating a virtual 3D model of the rigid object, 
wherein the method comprises: 

providing a first representation of at least part of a surface 
by Scanning the rigid object; 

determining a first scan Volume in space related to the first 
representation of at least part of the Surface; 

providing a second representation of at least part of the 
Surface by Scanning the rigid object; 

determining a second scan Volume in space related to the 
second representation of at least part of the Surface; 

if there is a common scan volume, where the first scan 
Volume and the second scan Volume are overlapping, 
then: 
determine whether there is a volume region in the 
common scan Volume which in at least one of the 
first representation or the second representation is 
empty and comprises no Surface; and 

if there is a Volume region in the common scan Volume 
which in at least one of the first representation or the 
second representation is empty and comprises no 
Surface, then exclude the Volume region by disre 
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garding in the generation of the virtual 3D model any 
Surface portion in the second representation or in the 
first representation, respectively, which is detected in 
the excluded Volume region, since a surface portion 
detected in the excluded Volume region represents a 
movable object which is not part of the rigid object. 

According to another aspect of the invention, disclosed is 
a method for detecting a movable object in a location, when 
scanning a rigid object in the location by means of a 3D 
scanner for generating a virtual 3D model of the rigid object, 
wherein the method comprises: 

providing a first Surface by Scanning the rigid object; 
determining a first scan Volume related to the first Surface; 
providing a second Surface by scanning the rigid object; 
determining a second scan Volume related to the second 

Surface; 
where the first scan Volume and the second scan Volume 

are overlapping in an overlapping/common scan Volume; 
if at least a portion of the first surface and a portion of the 

second Surface are not coincident in the overlapping/ 
common scan Volume, then disregard the portion of 
either the first surface or the second surface in the 
overlapping/common scan Volume which is closest to 
the focusing optics of the 3D scanner, as this portion of 
the first Surface or second Surface represents a movable 
object which is not part of the rigid object. 

According to another aspect of the invention, disclosed is 
a method for detecting a movable object in the mouth of the 
patient, when scanning the patient’s set of teeth by means of 
a 3D scanner for generating a virtual 3D model of the set of 
teeth, wherein the method comprises: 

providing a first Surface by Scanning the set of teeth; 
determining a first scan Volume related to the first Surface; 
providing a second Surface by scanning the set of teeth; 
determining a second scan Volume related to the second 

Surface; 
where the first scan Volume and the second scan Volume 

are overlapping in an overlapping/common scan Volume; 
if at least a portion of the first surface and a portion of the 

second Surface are not coincident in the overlapping/ 
common scan Volume, then disregard the portion of 
either the first surface or the second surface in the 
overlapping/common scan Volume which is closest to 
the focusing optics of the 3D scanner, as this portion of 
the first Surface or second Surface represents a movable 
object which is not part of the set of teeth. 

According to another aspect of the invention, disclosed is 
a method for detecting movable objects recorded in sub 
scans, when scanning a set of teeth by means of a scanner 
for generating a virtual 3D model of the set of teeth, where 
the virtual 3D model is made up of the already acquired 
subscans of the surface of the set of teeth, and where new 
subscans are adapted to be added to the 3D virtual model, 
when they are acquired, wherein the method comprises: 

acquiring at least a first Subscan of at least a first Surface 
of part of the set of teeth, where the at least first subscan 
is defined as the 3D virtual model; 

acquiring a first Subscan of a first Surface of part of the set 
of teeth; 

determining a first scan Volume of the first Subscan; 
determining a scan volume of the virtual 3D model; 
if the first scan volume of the first subscan and the scan 
volume of the virtual 3D model are at least partly 
overlapping in a common scan Volume; then: 
calculate whether at least a portion of the first surface 

lies within the common scan Volume; 
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12 
calculate whether at least a portion of the surface of the 

virtual 3D model lies within the common scan vol 
ume, and 

determine whether at least a portion of a surface is 
present in the overlapping Volume only in one Sub 
scan and not the other subscan/3D virtual model; 

if at least a portion of a surface is present in only one 
Subscan, then disregard the portion of the Surface in 
the overlapping Volume which is closest to the 
focusing optics of the Scanner, since the portion of 
the surface represents a movable object which is not 
part of the set of teeth, and the portion of the surface 
is disregarded in the creation of the virtual 3D model 
of the set of teeth. 

According to another aspect of the invention, disclosed is 
a method for detecting movable objects recorded in sub 
scans, when scanning a set of teeth by means of a scanner 
for generating a virtual 3D model of the set of teeth, wherein 
the method comprises: 

a) providing a first Subscan of a first Surface of part of the 
set of teeth; 

b) calculating a first scan Volume of the first Subscan; 
c) providing a second Subscan of a second surface of part 

of the set of teeth; 
d) calculating a second scan Volume of the second Sub 

Scan; and 
e) if the first scan Volume and the second scan Volume are 

at least partly overlapping in a common scan Volume; 
then: 

f) calculate whether at least a portion of the first surface 
lies within the common scan Volume; 

g) calculate whether at least a portion of the second 
Surface lies within the common scan Volume, and 

h) if at least a portion of the first surface or at least a 
portion of the second surface lie within the common 
scan volume, and the portion of the first surface or the 
portion of the second Surface is located in space 
between the Scanner and at least a portion of the second 
Surface or at least a portion of the first Surface, respec 
tively; 

then the portion of the surface represents a movable object 
which is not part of the set of teeth, and the portion of 
the surface is disregarded in the creation of the virtual 
3D model of the set of teeth. 

In some embodiments the method above further com 
prises: 

providing a third subscan of a third surface of part of the 
set of teeth; 

calculating a third scan Volume of the third Subscan; 
if the third scan Volume is at least partly overlapping with 

the first scan volume and/or with the second scan 
Volume in a common scan Volume; then repeat steps 
f)-h) for the third subscan with respect to the first 
Subscan and/or the second Subscan. 

Further embodiments are disclosed in the following sec 
tions: 

Focus Scanning and Motion Determination 
In Some embodiments the 3D scanning comprises the 

steps of 
generating a probe light, 
transmitting the probe light towards the object thereby 

illuminating at least a part of the object, 
transmitting light returned from the object to a camera 

comprising an array of sensor elements, 
imaging on the camera at least part of the transmitted light 

returned from the object to the camera by means of an 
optical system, 
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varying the position of the focus plane on the object by 
means of focusing optics, 

obtaining at least one image from said array of sensor 
elements, 

determining the in-focus position(s) of: 
each of a plurality of the sensor elements for a sequence 

of focus plane positions, or 
each of a plurality of groups of the sensor elements for 

a sequence of focus plane positions. 
There may be for example more than 200 focus plane 

images, such as 225 focus plane images, in a sequence of 
focus plane images used in generating a 3D Surface. The 
focus plane images are 2D images. 

Image sensor(s), photo sensor and the like can be used for 
acquiring images in the scanner. By Scanning is generally 
meant optical scanning or imaging using laser light, white 
light etc. 

In some embodiments a sequence of focus plane images 
are depth images captured along the direction of the optical 
axis. 

In some embodiments at least a part of the object is in 
focus in at least one of the focus plane images in a sequence 
of focus plane images. 

In some embodiments the time period between acquisition 
of each focus plane image is fixed/predetermined/known. 

Each focus plane image may be acquired a certain time 
period after the previous focus plane image was acquired. 
The focus optics may move between the acquisition of each 
image, and thus each focus plane image may be acquired in 
a different distance from the object than the previous focus 
plane images. 
One cycle of focus plane image capture may be from 

when the focus optics is in position Puntil the focus optics 
is again in position P. This cycle may be denoted a Sweep. 
There may such as 15 Sweeps per second. 
A number of 3D surfaces or sub-scans may then be 

combined to create a full scan of the object for generating a 
3D model of the object. 

In some embodiments determining the relative motion of 
the scanner during the acquisition of the sequence of focus 
plane images is performed by analysis of the sequence in 
itself. 

Motion Detection by Means of Hardware 
In some embodiments determining the relative motion of 

the scanner during the acquisition of the sequence of focus 
plane images is performed by sensors in and/or on the 
scanner and/or by sensors on the object and/or by sensors in 
the room where the scanner and the object are located. 

The motion sensors may be small sensor Such as micro 
electromechanical systems (MEMS) motion sensors. The 
motion sensors may measure all motion in 3D, i.e., both 
translations and rotations for the three principal coordinate 
axes. The benefits are: 

Motion sensors can detect motion, also vibrations and/or 
shaking. Scans such affected can e.g. be corrected by 
use of the compensation techniques described. 

Motion sensors can help with Stitching and/or registering 
partial scans to each other. This advantage is relevant 
when the field of view of the scanner is smaller than the 
object to be scanned. In this situation, the scanner is 
applied for Small regions of the object (one at a time) 
that then are combined to obtain the full scan. In the 
ideal case, motion sensors can provide the required 
relative rigid-motion transformation between partial 
scans local coordinates, because they measure the 
relative position of the Scanning device in each partial 
Scan. Motion sensors with limited accuracy can still 
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14 
provide a first guess for a Software-based Stitching/ 
registration of partial scans based on, e.g., the Iterative 
Closest Point class of algorithms, resulting in reduced 
computation time. 

Even if it is too inaccurate to sense translational motion, 
a 3-axis accelerometer can provide the direction of gravity 
relative to the scanning device. Also a magnetometer can 
provide directional information relative to the scanning 
device, in this case from the earth's magnetic field. There 
fore, such devices can help with Stitching/registration. 

In some embodiments the motion is determined by means 
of a texture image sensor having a depth of focus which is 
larger than the depth of focus of the focusing optics. 

In some embodiments the motion is determined by deter 
mining the position and orientation of one or more of the 
SSOS. 

In some embodiments the motion is determined by means 
of one or more physical components arranged in the hand 
held Scanner. 

In some embodiments the motion is determined by means 
of 3D position sensors. 

In some embodiments the motion is determined by means 
of optical tracking. The optical tracking may comprise 
LED(s) and camera(s), where the LED(s) may flash and the 
flashing can be detected by the camera(s). 

In some embodiments the motion is determined by means 
of one or more gyroscopes. 
A gyroscope is a device for measuring or maintaining 

orientation, based on the principles of conservation of angu 
lar momentum. A mechanical gyroscope is essentially a 
spinning wheel or disk whose axle is free to take any 
orientation. The gyroscopes used to determine the orienta 
tion of the sensor may be mechanical gyroscopes, electronic, 
microchip-packaged MEMS gyroscope devices, Solid State 
ring lasers, fibre optic gyroscopes, quantum gyroscope and/ 
or the like. 

In some embodiments the motion is determined by means 
of one or more accelerometers. 

In some embodiments the motion is determined by means 
of one or more magnetometers. 

In some embodiments the motion is determined by means 
of one or more electromagnetic coils. 

In some embodiments the motion is determined by means 
of a computerized measurement arm. 
The measurement arm may for instance be from FARO 

Technologies. There may be goniometers in the measure 
ment arm for measuring the movements of the arm. 

In some embodiments the motion is determined by means 
of one or more axes on which the sensor is configured to 
OW. 

An example of an axes based system is a coordinate 
measuring machine (CMM), which is a device for measur 
ing the physical geometrical characteristics of an object. 
This machine may be computer controlled. A typical CMM 
is composed of three axes, X, Y and Z, and these axes are 
orthogonal to each other in a typical three dimensional 
coordinate system. Each axis has a scale system that indi 
cates the location of that axis. Measurements may be defined 
by a probe attached to the third moving axis of this machine, 
and the machine will read the input from the touch probe. 
Probes may be mechanical, optical, laser, or white light, 
among others. 

In some embodiments the axes on which the sensor is 
configured to move are translational and/or rotational axes. 

For each focus plane image that is acquired there is six 
degrees of freedom of the sensor, e.g. the handheld Scanner, 
since the scanner is a rigid body which can perform motion 
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in a three dimensional space, where the motion can be 
translation in three perpendicular axes, X, y, Z, which is 
movement forward/backward, up/down, left/right, and this 
is combined with rotation about the three perpendicular 
axes. Thus the motion has six degrees of freedom as the 
movement along each of the three axes is independent of 
each other and independent of the rotation about any of these 
aXCS. 

3D Modeling 
3D modeling is the process of developing a mathematical, 

wireframe representation of any three-dimensional object, 
called a 3D model, via specialized software. Models may be 
created automatically, e.g. 3D models may be created using 
multiple approaches, such as use of NURBS curves to 
generate accurate and Smooth Surface patches, polygonal 
mesh modeling which is a manipulation of faceted geometry, 
or polygonal mesh Subdivision which is advanced tessella 
tion of polygons, resulting in Smooth Surfaces similar to 
NURBS models. 

Obtaining a three dimensional representation of the Sur 
face of an object by Scanning the object in a 3D scanner can 
be denoted 3D modeling, which is the process of developing 
a mathematical representation of the three-dimensional Sur 
face of the object via specialized software. The product is 
called a 3D model. A 3D model represents the 3D object 
using a collection of points in 3D space, connected by 
various geometric entities such as triangles, lines, curved 
Surfaces, etc. The purpose of a 3D scanner is usually to 
create a point cloud of geometric samples on the Surface of 
the object. 
3D scanners collect distance information about surfaces 

within its field of view. The “picture” produced by a 3D 
scanner may describe the distance to a Surface at each point 
in the picture. 

For most situations, a single a scan or Sub-Scan will not 
produce a complete model of the object. Multiple sub-scans, 
such as 5, 10, 12, 15, 20, 30, 40, 50, 60, 70, 80, 90 or in some 
cases even hundreds, from many different directions may be 
required to obtain information about all sides of the object. 
These sub-scans are brought in a common reference system, 
a process that may be called alignment or registration, and 
then merged to create a complete model. 
3D scanners may be fixed or stationary desktop scanners 

into which for example a dental impression, an ear canal 
impression or a casted gypsum model of teeth can be placed 
for Scanning. 3D scanners may also be handheld intraoral 
scanners for Scanning a patient directly in the mouth or 
handheld or fixed ear Scanners for Scanning a patient directly 
in the ear. 

Thus a 3D scanner may be a handheld scanner where 
scanner and object are not arranged stationary relative to 
each other and where the relative motion may be unlimited, 
a desktop scanner where the object and the Scanning means, 
e.g. light source and camera, are arranged stationary relative 
to each other, a stationary scanner where the object for 
example can move relative to the stationary Scanner etc. 
A triangulation 3D laser Scanner uses laser light to probe 

the environment or object. A triangulation laser shines a 
laser on the object and exploits a camera to look for the 
location of the laser dot. Depending on how far away the 
laser Strikes a Surface, the laser dot appears at different 
places in the camera's field of view. This technique is called 
triangulation because the laser dot, the camera and the laser 
emitter form a triangle. A laser stripe, instead of a single 
laser dot, may be used and is then swept across the object to 
speed up the acquisition process. 
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Structured-light 3D scanners project a pattern of light on 

the object and look at the deformation of the pattern on the 
object. The pattern may be one dimensional or two dimen 
sional. An example of a one dimensional pattern is a line. 
The line is projected onto the object using e.g. an LCD 
projector or a Sweeping laser. A camera, offset slightly from 
the pattern projector, looks at the shape of the line and uses 
a technique similar to triangulation to calculate the distance 
of every point on the line. In the case of a single-line pattern, 
the line is swept across the field of view to gather distance 
information one strip at a time. 
An example of a two-dimensional pattern is a grid or a 

line stripe pattern. A camera is used to look at the deforma 
tion of the pattern, and an algorithm is used to calculate the 
distance at each point in the pattern. Algorithms for mul 
tistripe laser triangulation may be used. 

Confocal scanning or focus scanning may also be used, 
where in-focus images are acquired at different depth to 
reconstruct the 3D model. 

Iterative Closest Point (ICP) is an algorithm employed to 
minimize the difference between two clouds of points. ICP 
can be used to reconstruct 2D or 3D surfaces from different 
scans or Sub-Scans. The algorithm is conceptually simple 
and is commonly used in real-time. It iteratively revises the 
transformation, i.e. translation and rotation, needed to mini 
mize the distance between the points of two raw scans or 
Sub-scans. The inputs are: points from two raw scans or 
Sub-scans, initial estimation of the transformation, criteria 
for stopping the iteration. The output is: refined transforma 
tion. Essentially the algorithm steps are: 

1. Associate points by the nearest neighbor criteria. 
2. Estimate transformation parameters using a mean 

square cost function. 
3. Transform the points using the estimated parameters. 
4. Iterate, i.e. re-associate the points and so on. 
Aligning/Registration 
In some embodiments the motion between at least two 

Subsequent 3D Surfaces are determined by aligning/regis 
tering the at least two Subsequent 3D Surfaces. 

This may be performed by means of the method of 
iterative closest point (ICP) or similar methods. The method 
of Iterative Closest Point (ICP) can be used for aligning, and 
it is employed to minimize the difference between two 
clouds of points. ICP can be used to reconstruct 2D or 3D 
surfaces from different scan. ICP iteratively revises the 
transformation, i.e. translation or rotation, needed to mini 
mize the distance between the points of two raw scans or 
subscans. The input for ICP may be points from two raw 
scans or Subscans, initial estimation of the transformation, 
and criteria for stopping the iteration. The output will thus be 
a refined transformation. 
The alignment may be performed in two steps, where the 

first step is a Subscan to Subscan alignment, and the second 
step is a subscan to provisional virtual 3D model (combined 
model) alignment. The start guess for the alignment may be 
determined by using the gyroscopes, estimated speed of the 
Scanner etc. 

Additionally and/or alternatively, the method of least 
squares fit can be used in alignment. 

In some embodiments aligning/registering is performed 
by selecting corresponding points on the at least two 3D 
Surfaces, and minimizing the distance between the at least 
two 3D surfaces. 

Corresponding points may the closest points on two 
Surfaces, or point determined by a normal vector from a 
point on the other Surface etc 
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The distance may be minimized with regards to transla 
tion and rotation. 

In some embodiments aligning/registration is continued 
in an iterative process to obtain an improved motion esti 
mation. 

In some embodiments the sensor position of each 
sequence is determined based on the alignment. 

In some embodiments aligning comprises aligning the 
coordinate systems of at least two 3D surfaces. 

In Some embodiments aligning comprises aligning by 
means of matching/comparing one or more specific features, 
Such as one or more specific features common to the at least 
two 3D Surfaces, such as the margin line. 

In Some embodiments aligning comprises aligning by 
means of matching/comparing one or more peripheral fea 
tures of the at least two 3D surfaces. 

In some embodiments aligning comprises registration of 
the at least two 3D surfaces. 

In Some embodiments aligning comprises applying a 
predefined criterion for maximum allowed error in the 
registration. 

In some embodiments the motion compensation com 
prises reconstructing a self-consistent Surface model and 
motion and/or rotation of the scanner relative to the object 
from two or more scans of the object where two successive 
scans overlap at least partially. 

Focus Scanning 
The 3D scanner may be used for providing a 3D surface 

registration of objects using light as a non-contact probing 
agent. The light may be provided in the form of an illumi 
nation pattern to provide a light oscillation on the object. The 
variation/oscillation in the pattern may be spatial, e.g. a 
static checkerboard pattern, and/or it may be time varying, 
for example by moving a pattern across the object being 
scanned. The invention provides for a variation of the focus 
plane of the pattern over a range of focus plane positions 
while maintaining a fixed spatial relation of the scanner and 
the object. It does not mean that the scan must be provided 
with a fixed spatial relation of the scanner and the object, but 
merely that the focus plane can be varied (scanned) with a 
fixed spatial relation of the scanner and the object. This 
provides for a hand held scanner solution based on the 
present invention. 

In some embodiments the signals from the array of sensor 
elements are light intensity. 
One embodiment of the invention comprises a first optical 

system, Such as an arrangement of lenses, for transmitting 
the probe light towards the object and a second optical 
system for imaging light returned from the object to the 
camera. In the preferred embodiment of the invention only 
one optical system images the pattern onto the object and 
images the object, or at least a part of the object, onto the 
camera, preferably along the same optical axis, however 
along opposite optical paths. 

In the preferred embodiment of the invention an optical 
system provides an imaging of the pattern onto the object 
being probed and from the object being probed to the 
camera. Preferably, the focus plane is adjusted in Such a way 
that the image of the pattern on the probed object is shifted 
along the optical axis, preferably in equal steps from one end 
of the Scanning region to the other. The probe light incor 
porating the pattern provides a pattern of light and darkness 
on the object. Specifically, when the pattern is varied in time 
for a fixed focus plane then the in-focus regions on the object 
will display an oscillating pattern of light and darkness. The 
out-of-focus regions will display Smaller or no contrast in 
the light oscillations. 
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Generally we consider the case where the light incident on 

the object is reflected diffusively and/or specularly from the 
objects Surface. But it is understood that the scanning 
apparatus and method are not limited to this situation. They 
are also applicable to e.g. the situation where the incident 
light penetrates the surface and is reflected and/or scattered 
and/or gives rise to fluorescence and/or phosphorescence in 
the object. Inner surfaces in a sufficiently translucent object 
may also be illuminated by the illumination pattern and be 
imaged onto the camera. In this case a Volumetric scanning 
is possible. Some planktic organisms are examples of Such 
objects. 
When a time varying pattern is applied a single Sub-Scan 

can be obtained by collecting a number of 2D images at 
different positions of the focus plane and at different 
instances of the pattern. As the focus plane coincides with 
the scan Surface at a single pixel position, the pattern will be 
projected onto the Surface point in-focus and with high 
contrast, thereby giving rise to a large variation, or ampli 
tude, of the pixel value over time. For each pixel it is thus 
possible to identify individual settings of the focusing plane 
for which each pixel will be in focus. By using knowledge 
of the optical system used, it is possible to transform the 
contrast information vs. position of the focus plane into 3D 
Surface information, on an individual pixel basis. 

Thus, in one embodiment of the invention the focus 
position is calculated by determining the light oscillation 
amplitude for each of a plurality of sensor elements for a 
range of focus planes. 

For a static pattern a single Sub-Scan can be obtained by 
collecting a number of 2D images at different positions of 
the focus plane. As the focus plane coincides with the scan 
surface, the pattern will be projected onto the surface point 
in-focus and with high contrast. The high contrast gives rise 
to a large spatial variation of the static pattern on the Surface 
of the object, thereby providing a large variation, or ampli 
tude, of the pixel values over a group of adjacent pixels. For 
each group of pixels it is thus possible to identify individual 
settings of the focusing plane for which each group of pixels 
will be in focus. By using knowledge of the optical system 
used, it is possible to transform the contrast information vs. 
position of the focus plane into 3D surface information, on 
an individual pixel group basis. 

Thus, in one embodiment of the invention the focus 
position is calculated by determining the light oscillation 
amplitude for each of a plurality of groups of the sensor 
elements for a range of focus planes. 
The 2D to 3D conversion of the image data can be 

performed in a number of ways known in the art. I.e. the 3D 
surface structure of the probed object can be determined by 
finding the plane corresponding to the maximum light 
oscillation amplitude for each sensor element, or for each 
group of sensor elements, in the camera's sensor array when 
recording the light amplitude for a range of different focus 
planes. Preferably, the focus plane is adjusted in equal steps 
from one end of the scanning region to the other. Preferably 
the focus plane can be moved in a range large enough to at 
least coincide with the Surface of the object being scanned. 
The scanner preferably comprises at least one beam 

splitter located in the optical path. For example, an image of 
the object may be formed in the camera by means of a beam 
splitter. Exemplary uses of beam splitters are illustrated in 
the figures. 

In a preferred embodiment of the invention light is 
transmitted in an optical system comprising a lens system. 
This lens system may transmit the pattern towards the object 
and images light reflected from the object to the camera. 
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In a telecentric optical system, out-of-focus points have 
the same magnification as in-focus points. Telecentric pro 
jection can therefore significantly ease the data mapping of 
acquired 2D images to 3D images. Thus, in a preferred 
embodiment of the invention the optical system is Substan 
tially telecentric in the space of the probed object. The 
optical system may also be telecentric in the space of the 
pattern and camera. 
The present invention relates to different aspects includ 

ing the method described above and in the following, and 
corresponding methods, devices, apparatuses, systems, uses 
and/or product means, each yielding one or more of the 
benefits and advantages described in connection with the 
first mentioned aspect, and each having one or more embodi 
ments corresponding to the embodiments described in con 
nection with the first mentioned aspect and/or disclosed in 
the appended claims. 

In particular, disclosed herein is a system for detecting a 
movable object in a location, when scanning a rigid object 
in the location by means of a 3D scanner for generating a 
virtual 3D model of the rigid object, wherein the system 
comprises: 

means for providing a first 3D representation of at least 
part of a Surface by scanning at least part of the 
location; 

means for providing a second 3D representation of at least 
part of the Surface by Scanning at least part of the 
location; 

means for determining for the first 3D representation a 
first excluded Volume in space where no Surface can be 
present; 

means for determining for the second 3D representation a 
second excluded Volume in space where no surface can 
be present; 

means for disregarding the portion of the Surface in the 
first 3D representation in the generation of the virtual 
3D model, if a portion of the surface in the first 3D 
representation is located in space in the second 
excluded Volume, and/or 

means for disregarding the portion of the Surface in the 
second 3D representation in the generation of the 
virtual 3D model, if a portion of the surface in the 
second 3D representation is located in space in the first 
excluded volume. 

Furthermore, the invention relates to a computer program 
product comprising program code means for causing a data 
processing system to perform the method according to any 
of the embodiments, when said program code means are 
executed on the data processing system, and a computer 
program product, comprising a computer-readable medium 
having Stored there on the program code means. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and/or additional objects, features and advan 
tages of the present invention, will be further elucidated by 
the following illustrative and non-limiting detailed descrip 
tion of embodiments of the present invention, with reference 
to the appended drawings, wherein: 

FIG. 1 shows an example of a flowchart of the method for 
detecting a movable object in a location, when Scanning a 
rigid object in the location by means of a 3D scanner for 
generating a virtual 3D model of the rigid object. 

FIG. 2 shows an example of a scan head of an intraoral 3D 
scanner Scanning a set of teeth. 

FIG. 3 shows an example of a handheld 3D scanner. 
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FIG. 4 shows an example of a section of teeth in the 

mouth which can be covered in a Sub-Scan. 
FIG. 5 shows an example of how the different sub-scans 

generating 3D Surfaces are distributed across a set of teeth. 
FIG. 6 shows an example of registering/aligning repre 

sentations of 3D Surfaces and compensating for motion in a 
3D surface. 

FIG. 7 shows an example of a 3D surface where over 
lapping Sub-scans are indicated. 

FIG. 8 shows an example of excluded volume. 
FIG. 9 shows an example of scanning a tooth and acquir 

ing a first and a second representation of the Surface of the 
tooth, where no movable object is present. 

FIG. 10 shows an example of scanning a tooth and 
acquiring a first and a second representation of the Surface 
of the tooth, where a movable object is captured in part of 
the first representation. 

FIG. 11 shows an example of Scanning a tooth and 
acquiring a first and a second representation of the Surface 
of the tooth, where a movable object is captured in the 
second representation. 

FIG. 12 shows an example of acquiring a first and a 
second representation of the Surface of an object, e.g. a 
tooth, where a movable object is captured in the first 
representation. 

FIG. 13 shows an example of acquiring a first and a 
second representation of a Surface of an object, where no 
movable object is present. 

FIG. 14 shows an example of acquiring a first and a 
second representation of a Surface of an object, where a 
movable object of the second representation is present in the 
excluded volume of the first representation. 

FIG. 15 shows an example of acquiring a first and a 
second representation of a Surface of an object, where a 
possible movable object is present in the second represen 
tation, but not in the excluded volume of the first represen 
tation. 

FIG. 16 shows an example of a near threshold distance 
defining how far from the representation possible movable 
objects are disregarded in the generation of the virtual 3D 
model. 

FIG. 17 shows an example of how the excluded volume 
is determined. 

FIG. 18 shows examples of how movable objects can look 
in Subscans. 

FIG. 19 shows an example of a pinhole scanner. 
FIG. 20 shows examples of the principle of a far threshold 

distance from the captured Surface defining a Volume which 
is not included in the excluded Volume of a representation. 

DETAILED DESCRIPTION 

In the following description, reference is made to the 
accompanying figures, which show by way of illustration 
how the invention may be practiced. 

FIG. 1 shows an example of a flowchart of the method for 
detecting a movable object in a location, when scanning a 
rigid object in the location by means of a 3D scanner for 
generating a virtual 3D model of the rigid object. 

In step 101 a first 3D representation of at least part of a 
Surface is provided by Scanning at least part of the location. 

In step 102 a second 3D representation of at least part of 
the Surface is provided by Scanning at least part of the 
location. 

In step 103 a first excluded volume in space where no 
surface can be present is determined for the first 3D repre 
sentation. 
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In step 104 a second excluded volume in space where no 
surface can be present is determined for the second 3D 
representation. 

In step 105 a portion of the surface in the first 3D 
representation is disregarded in the generation of the virtual 
3D model, if the portion of the surface in the first 3D 
representation is located in space in the second excluded 
volume, and/or a portion of the surface in the second 3D 
representation is disregarded in the generation of the virtual 
3D model, if the portion of the surface in the second 3D 
representation is located in space in the first excluded 
Volume. 

FIG. 2 shows an example of a scan head of an intraoral 3D 
scanner Scanning a set of teeth. 
An intraoral handheld 3D scanner (not shown) comprising 

a scan head 207 is scanning a tooth 208. The scanning is 
performed by transmitting light rays on the tooth 208. The 
light rays forms a scan Volume 211, which is cone shaped in 
this example. 

The length 203 of the scan volume 211, i.e. the distance 
from the opening 202 of the scan head to the end of the scan 
volume may be for example about 5 mm, 10 mm, 15 mm. 
16 mm, 17 mm, 18 mm, 19 mm, 20 mm, 25 mm, 30 mm. 
The scan volume may be about 20 mmx20 mm. 
FIG. 3 shows an example of a handheld 3D scanner. 
The handheld scanner 301 comprises a light source 302 

for emitting light, a beam splitter 304, movable focus optic 
305, such as lenses, an image sensor 306, and a tip or probe 
307 for scanning an object 308. In this example the object 
308 is teeth in an intra oral cavity. 
The scanner comprises a scan head or tip or probe 307 

which can be entered into a cavity for scanning an object 
308. The light from the light source 302 travels back and 
forth through the optical system. During this passage the 
optical system images the object 308 being scanned onto the 
image sensor 306. The movable focus optics comprises a 
focusing element which can be adjusted to shift the focal 
imaging plane on the probed object 308. One way to embody 
the focusing element is to physically move a single lens 
element back and forth along the optical axis. The device 
may include polarization optics and/or folding optics which 
directs the light out of the device in a direction different to 
the optical axis of the lens system, e.g. in a direction 
perpendicular to the optical axis of the lens system. As a 
whole, the optical system provides an imaging onto the 
object being probed and from the object being probed to the 
image sensor, e.g. camera. One application of the device 
could be for determining the 3D structure of teeth in the oral 
cavity. Another application could be for determining the 3D 
shape of the ear canal and the external part of the ear. 
The optical axis in FIG. 3 is the axis defined by a straight 

line through the light Source, optics and the lenses in the 
optical system. This also corresponds to the longitudinal axis 
of the scanner illustrated in FIG. 3. The optical path is the 
path of the light from the light source to the object and back 
to the camera. The optical path may change direction, e.g. by 
means of beam splitter and folding optic. 
The focus element is adjusted in Such a way that the image 

on the Scanned object is shifted along the optical axis, for 
example in equal steps from one end of the Scanning region 
to the other. A pattern may be imaged on the object, and 
when the pattern is varied in time in a periodic fashion for 
a fixed focus position then the in-focus regions on the object 
will display a spatially varying pattern. The out-of-focus 
regions will display Smaller or no contrast in the light 
variation. The 3D surface structure of the probed object may 
be determined by finding the plane corresponding to an 
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extremum in the correlation measure for each sensor in the 
image sensor array or each group of sensor in the image 
sensor array when recording the correlation measure for a 
range of different focus positions. Preferably one would 
move the focus position in equal steps from one end of the 
scanning region to the other. The distance from one end of 
the scanning region to the other may be such as 5 mm, 10 
mm, 15 mm, 16 mm, 20 mm, 25 mm, 30 mm etc. 

FIG. 4 shows an example of a section of teeth in the 
mouth which can be covered in a Sub-Scan. 

In FIG. 4a) the teeth 408 are seen in a top view, and in 
FIG. 4b) the teeth 408 are seen in a perspective view. 
An example of the scan Volume 411 for one sequence of 

focus plane images is indicated by the transparent box. The 
scan volume may be such as 17x15x20 mm, where the 15 
mm may be the “height of the scan Volume corresponding 
to the distance the focus optics can move. 

FIG. 5 shows an example of how the different sub-scans 
generating 3D Surfaces is distributed across a set of teeth. 

Four sub-scans 512 are indicated on the figure. Each 
sub-scan provides a 3D surface of the scanned teeth. The 3D 
Surfaces may be partly overlapping, whereby a motion of the 
scanner performed during the acquisition of the Sub-scans 
can be determined by comparing the overlapping parts of 
two or more 3D surfaces. 

FIG. 6 shows an example of registering/aligning repre 
sentations of 3D Surfaces and compensating for motion in a 
3D surface. 

FIG. 6a) shows a 3D surface 616, which for example may 
be generated from a number of focus plane images. 

FIG. 6b) shows another 3D surface 617, which may have 
been generated in a subsequent sequence of focus plane 
images. 

FIG. 6c) shows the two 3D surface 616, 617 are attempted 
to be aligned/registered. Since the two 3D surfaces 616, 617 
have 3D points which correspond to the same area of a tooth, 
it is possible to perform the registration/alignment by ICP. 
by comparing the corresponding points in the two 3D 
Surfaces etc. 

FIG. 6d) shows the resulting 3D surface 618 when the two 
3D surfaces 616, 617 have been merged together. 

FIG. 6e) shows that based on the resulting 3D surface 618 
the relative motion performed by the scanner during the 
acquisition of the Sub-scans or focus plane images generat 
ing 3D surface 616 and 617 can be determined, and based on 
this determined motion the resulting 3D surface 618 can be 
corrected to a final “correct 3D Surface 619. 

FIG. 7 shows an example of a 3D surface where over 
lapping Sub-scans are indicated. 
A number of 3D representations or sub-scans are indi 

cated by the numbers 1-11 and the subdivision markers 712 
on a 3D Surface 713. The Subdivision markers 712 for 
sub-scans 1, 3, 5, 7, 9, and 11 are with dotted lines, and the 
subdivision markers for sub-scan 2, 4, 6, 8, 10 are marked 
with full lines. The sub-scans are all overlapping with the 
same distance, but the overlapping distance may be different 
for each pair of subscans. As typically a dentist will hold the 
scanner and move it across the teeth of the patient, the 
overlapping distance depends on how fast the dentist moves 
the scanner and the time frame between the acquisition of 
each scan, So if the time frame is constant, and the dentist 
does not move the scanner exactly with a constant speed, the 
overlapping distance will not be the same for all Subscans. 

FIG. 8 shows an example of excluded volume. 
The excluded volume 821 is the volume in space where no 

Surface can be present. At least a part of the excluded Volume 
821 may correspond to the scan volume 811 of a 3D 
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representation, since the space between the scan head 807 or 
the focusing optics of the 3D scanner and the captured 
Surface 816 must be an empty space, unless a transparent 
object, which is not detectable by the 3D scanner, was 
located in the scan volume. Furthermore the volume of the 
scan head 807 and the 3D scanner 801 may be defined as an 
excluded volume 823, since the scanner and scan head 
occupies their own volume in space, whereby no surface can 
be present there. Furthermore, the tooth 808 which is being 
scanned also occupies a volume in space, but since the 
surface 816 of the tooth 808 is being captured by the 
scanner, it is not considered what is "behind the surface 
816. 

FIG. 9 shows an example of Scanning a tooth and acquir 
ing a first and a second representation of the Surface of the 
tooth, where no movable object is present. 

FIG. 9a) shows an example of scanning the tooth 908 
using a 3D scanner 901 for acquiring a first 3D representa 
tion 916 of the Surface of the tooth 908. A first Scan volume 
911 in space is related to the first representation, and a first 
excluded volume 921 corresponds to the first scan volume 
911. 

FIG. 9b) shows an example of scanning the tooth 908 
using a 3D scanner 901 for acquiring a second 3D repre 
sentation 917 of the surface of the tooth 908. A second scan 
volume 912 in space is related to the second representation, 
and a second excluded volume 922 corresponds to the 
second scan volume 912. The second representation is 
acquired with a different angle between Scanner and tooth 
than the first representation. 
No surface portion of the first representation 916 lies in 

the second excluded volume 922, and no surface portion of 
the second representation 917 lies in the first excluded 
volume 921, so no surface portion(s) are disregarded in the 
generation of the virtual 3D model in this case. 

FIG. 10 shows an example of Scanning a tooth and 
acquiring a first and a second representation of the Surface 
of the tooth, where a movable object is captured in part of 
the first representation. 

FIG. 10a) shows an example of scanning the tooth 1008 
using a 3D scanner 1001 for acquiring a first 3D represen 
tation 1016 of the Surface of the tooth 1008. A movable 
object 1030 is present, and a part 1016b of the first repre 
sentation 1016 comprises the surface of the movable object 
1030. The part 1016a of the first representation 1016 com 
prises the surface of the tooth. A first scan volume 1011 in 
space is related to the first representation, and a first 
excluded volume 1021 corresponds to the first scan volume 
1011. 

FIG. 10b) shows an example of scanning the tooth 1008 
using a 3D scanner 1001 for acquiring a second 3D repre 
sentation 1017 of the Surface of the tooth 1008. A second 
scan volume 1012 in space is related to the second repre 
sentation, and a second excluded Volume 1022 corresponds 
to the second scan volume 1012. The second representation 
is acquired with a different angle between scanner and tooth 
than the first representation. 

Since the surface portion 1016b of the first representation 
1016 lies in the second excluded volume 1022, this surface 
portion 1016b is disregarded in the generation of the virtual 
3D model. 

FIG. 11 shows an example of Scanning a tooth and 
acquiring a first and a second representation of the Surface 
of the tooth, where a movable object is captured in the 
second representation. 

FIG. 11a) shows an example of scanning the tooth 1108 
using a 3D scanner 1101 for acquiring a first 3D represen 
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tation 1116 of the surface of the tooth 1108. A first scan 
volume 1111 in space is related to the first representation, 
and a first excluded volume 1121 corresponds to the first 
scan volume 1111. 

FIG. 11b) shows an example of scanning the tooth 1108 
using a 3D scanner 1101 for acquiring a second 3D repre 
sentation 1117 of the surface of the tooth 1108. A movable 
object 1130 is present, and the second representation 1117 
comprises the surface of the movable object 1130. A second 
scan Volume 1112 in space is related to the second repre 
sentation, and a second excluded Volume 1122 corresponds 
to the second scan volume 1112. The second representation 
is acquired with a different angle between scanner and tooth 
than the first representation. 

Since the surface of the second representation 1117 lies in 
the first excluded volume 1121, the surface of the second 
representation 1117 is disregarded in the generation of the 
virtual 3D model. 
The figures in FIG. 11 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
FIG. 12 shows an example of acquiring a first and a 

second representation of the Surface of an object, e.g. a 
tooth, where a movable object is captured in the first 
representation. 

FIG. 12a) shows a first 3D representation 1216 compris 
ing two parts, part 1216a and part 1216b. The first scan 
volume 1211 is indicated by the vertical lines. The first 
excluded volume 1221 corresponds to the first scan volume. 

FIG. 12b) shows a second 3D representation 1217. The 
second scan volume 1212 is indicated by the vertical lines. 
The second excluded volume 1222 corresponds to the sec 
ond scan Volume. 
The part 1216a of the first representation 1216 corre 

sponds to the first part of the second representation 1217, 
whereas the part 1216b of the second representation 1216 
does not correspond to the second part of the second 
representation 1217. 
The part 1216b of the first representation 1216 lies in the 

second excluded volume 1222, and the part 1216b is there 
fore disregarded in the generation of the virtual 3D model 

FIG. 12c) shows the resulting 3D representation 1219, 
which corresponds to the second representation. 
The figures in FIG. 12 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
FIG. 13 shows an example of acquiring a first and a 

second representation of a Surface of an object, where no 
movable object is present. 

FIG. 13a) shows an example of acquiring a first 3D 
representation 1316 of a surface of an object (not shown). A 
first scan volume 1311 in space is related to the first 
representation. The first scan volume 1311 is indicated by 
dotted vertical lines. A first excluded volume 1321 corre 
sponds to the first scan volume 1311. 

FIG. 13.b) shows an example of acquiring a second 3D 
representation 1317 of a surface of an object (not shown). A 
second scan Volume 1312 in space is related to the second 
representation. The second scan volume 1312 is indicated by 
dotted vertical lines. A second excluded volume 1322 cor 
responds to the second scan volume 1312. 
The second representation is acquired with a different 

angle between Scanner and tooth than the first representa 
tion. Furthermore, the second representation is displaced in 
space relative to the first representation, so the first and 
second representation does not represent the same entire 
surface part of the object, but parts of the representations are 
overlapping. 
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FIG. 13c) shows an example where the first representation 
1316 and the second representation 1317 are aligned/regis 
tered, such that the corresponding parts of the representa 
tions are arranged in the same location. 

FIG. 13d) shows an example where the overlapping 
common scan volume 1340 of the first representation 1316 
and the second representation 1317 is indicated as a shaded 
area. If a Surface portion of one of the representations is 
located in the overlapping common scan Volume 1340, then 
this corresponds to that the Surface portion is located in the 
excluded volume of the other representation. However, in 
this case, no surface portion of the first representation 1316 
or of the second representation 1317 lies in the overlapping 
common scan Volume 1340, so no Surface portion(s) are 
disregarded in the generation of the virtual 3D model in this 
CaSC. 

In order to be able to distinguish between the surface of 
the first and the surface of the second representation, these 
two Surfaces are slightly displaced, but in a real case the 
surface of the first and the surface of the second represen 
tation may be exactly overlapping each other, so that the 
Surface part from the first representation and the Surface part 
from the second representation cannot be distinguished. 

FIG. 13e) shows an example of the resulting virtual 3D 
Surface 1319. 
The figures in FIG. 13 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
FIG. 14 shows an example of acquiring a first and a 

second representation of a surface of an object, where a 
movable object of the second representation is present in the 
excluded volume of the first representation. 

FIG. 14a) shows an example of acquiring a first 3D 
representation 1416 of a surface of an object (not shown). A 
first scan volume 1411 in space is related to the first 
representation. The first scan volume 1411 is indicated by 
dotted vertical lines. A first excluded volume 1421 corre 
sponds to the first scan volume 1411. 

FIG. 14b) shows an example of acquiring a second 3D 
representation 1417 of a surface of an object (not shown). A 
second scan Volume 1412 in space is related to the second 
representation. The second scan volume 1412 is indicated by 
dotted vertical lines. A second excluded volume 1422 cor 
responds to the second scan volume 1412. The second 3D 
representation 1417 comprises two parts 1417a and 1417b. 
The part 1417b is located between the part 1417a and the 
scanner (not shown), which is arranged somewhere at the 
end of the scan Volume. 
The second representation is acquired with a different 

angle between scanner and tooth than the first representa 
tion. Furthermore, the second representation is displaced in 
space relative to the first representation, so the first and 
second representation does not represent the same entire 
surface part of the object, but parts of the representations are 
overlapping. 

FIG.14c) shows an example where the first representation 
1416 and the second representation 1417 are aligned/regis 
tered, such that the corresponding parts of the representa 
tions are arranged in the same location. Some of the part 
1417a of the second representation is aligned/registered with 
the first representation. The part 1417b cannot be aligned/ 
registered with the first representation 1416, since there is no 
corresponding surface portions between the surface 1416 
and the surface 1417b. 

FIG. 14d) shows an example where the overlapping 
common scan volume 1440 of the first representation 1416 
and the second representation 1417 is indicated as a shaded 
area. The surface portion 1417b of the second representation 
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is located in the overlapping common scan Volume 1440, 
and the surface portion 1417b of the second representation 
1417 is therefore located in the excluded volume 1421 of the 
first representation 1416, and part 1417b must therefore be 
a movable object, which is only present in the second 
representation. 

In order to be able to distinguish between the surface of 
the first and the surface of the second representation, these 
two Surfaces are slightly displaced, but in a real case the 
surface of the first and the surface of the second represen 
tation may be exactly overlapping each other, so that the 
Surface part from the first representation and the Surface part 
from the second representation cannot be distinguished. 

FIG. 14e) shows an example of the resulting virtual 3D 
surface 1419, where the surface portion 1417b is disregarded 
in the generation of the virtual 3D model, so the virtual 3D 
model comprises the first representation 1416 and the part 
1417a of the second representation 1417. 
The figures in FIG. 14 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
FIG. 15 shows an example of acquiring a first and a 

second representation of a Surface of an object, where a 
possible movable object is present in the second represen 
tation, but not in the excluded volume of the first represen 
tation. 

FIG. 15a) shows an example of acquiring a first 3D 
representation 1516 of a surface of an object (not shown). A 
first scan volume 1511 in space is related to the first 
representation. The first scan volume 1511 is indicated by 
dotted vertical lines. A first excluded volume 1521 corre 
sponds to the first scan volume 1511. 

FIG. 15b) shows an example of acquiring a second 3D 
representation 1517 of a surface of an object (not shown). A 
second scan volume 1512 in space is related to the second 
representation. The second scan volume 1512 is indicated by 
dotted vertical lines. A second excluded volume 1522 cor 
responds to the second scan volume 1512. The second 3D 
representation 1517 comprises two parts 1517a and 1517b. 
The part 1517b is located between the part 1517a and the 
scanner (not shown), which is arranged somewhere at the 
end of the scan Volume. 
The second representation 1517 is acquired with a differ 

ent angle between scanner and tooth than the first represen 
tation 1516. Furthermore, the second representation is dis 
placed in space relative to the first representation, so the first 
and second representation does not represent the same entire 
surface part of the object, but parts of the representations are 
overlapping. 

FIG. 15c) shows an example where the first representation 
1516 and the second representation 1517 are aligned/regis 
tered, such that the corresponding parts of the representa 
tions are arranged in the same location. Some of the part 
1517a of the second representation is aligned/registered with 
the first representation 1516. The part 1517b cannot be 
aligned/registered with the first representation 1516, since 
there is no corresponding Surface portions between the 
Surface 1516 and the Surface 1517b. 

FIG. 15d) shows an example where the overlapping 
common scan volume 1540 of the first representation 1516 
and the second representation 1517 is indicated as a shaded 
area. The surface portion 1517b of the second representation 
is not located in the overlapping common scan Volume 1540. 
and the surface portion 1517b of the second representation 
1517 is therefore not located in the excluded volume 1521 
of the first representation 1516. 

In order to be able to distinguish between the surface of 
the first and the surface of the second representation, these 
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two Surfaces are slightly displaced, but in a real case the 
surface of the first and the surface of the second represen 
tation may be exactly overlapping each other, so that the 
Surface part from the first representation and the Surface part 
from the second representation cannot be distinguished. 

FIG. 15e) shows an example of the resulting virtual 3D 
surface 1519, where the surface portion 1517b is not disre 
garded in the generation of the virtual 3D model, so the 
virtual 3D model comprises the first representation 1516 and 
both parts, 1517a and 1517b, of the second representation 
1517. 

Even though the surface portion 1517b probably is the 
representation of a movable object, at least this would be 
assumed if the object in this case is a tooth, since a tooth is 
unlikely to have a protrusion like the part 1517b of the 
representation shows, the surface portion 1517b cannot be 
disregarded yet, because the surface portion 1517b is not 
found to be located in any excluded volume from any 
representation yet. But when the scanning of the objects 
surface continues, there will probably be acquired a third 
representation which has an overlapping common scan 
volume with the second representation, and if the surface 
portion 1517b is located in the excluded volume of the third 
representation, then the surface portion 1517b can be dis 
regarded from the virtual 3D model. 
The figures in FIG. 15 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
FIG. 16 shows an example of a threshold distance defin 

ing how far from the representation or captured Surface 
possible movable objects are disregarded in the generation 
of the virtual 3D model. 
A near threshold distance 1650 is defined, which deter 

mines a distance from the captured surface 1616 in a first 
representation, where a surface portion in the second rep 
resentation (not shown) which is located within the near 
threshold distance 1650 from the captured surface 1616 and 
which is located in space in the first excluded volume 1611 
is not disregarded in the generation of the virtual 3D model. 
The near threshold distance is defined for avoiding that 

too much of a representation of a Surface is incorrectly 
disregarded, since there may be noise in the representation 
and since the registration/alignment between representations 
or Sub-scans may not be completely accurate. 

Reference numeral 1607 is the scan head of the scanner 
1601, and reference numeral 1608 is the volume of the tooth. 
The FIG. 20 is shown in 2D, but it is understood that the 

figure represents 3D figures. 
FIG. 17 shows an example of how the excluded volume 

is determined. 
The space may be quantized in a 3D volume grid 1760. 

The distance 1762 between the corners 1761 in the 3D grid 
1760 may be equidistant. The single cells 1763 in the grid 
each comprises eight corners 1761, and when each of the 
eight corners 1761 has been covered by a representation, 
then this cell 1763 is marked as seen. Thus if all eight 
corners 1761 of a cell 1763 is in the scan volume of a 
representation, then this cell 1763 may be marked as 
excluded volume. There may be such as ten, hundred, 
thousands or millions of cells in the space of a representa 
tion. 

FIG. 18 shows examples of how movable objects can look 
in Subscans. 

FIG. 18a) shows a subscan where the tip of a finger 1870 
has been captured in the Subscan. 

FIG. 18b) shows an example where a dental instrument 
1871 has been captured in the subscan. 

FIG. 19 shows an example of a pinhole scanner. 
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The pinhole scanner 1980 comprises a camera 1982 and 

a light source 1981, e.g. comprising a pattern (not shown). 
The light source 1981 transmits light rays 1983 to the 
surface 1916 from a small aperture, i.e. all the light rays 
1983 transmitted to the surface 1961 are transmitted from a 
point. Light rays 1984 are reflected back from the surface 
1961 and received by the camera 1982 through a small 
aperture. 
Due to the pinhole setup, the point of light transmitted to 

the surface from the light source is well defined and the point 
of received light from the surface is also well defined. 
Thus the excluded volume for a representation of the 

surface is defined by the volume in space that the light rays 
1983 and 1984 span, and this volume is well defined due to 
the pinhole setup. 

FIG. 20 shows examples of the principle of a far threshold 
distance from the captured Surface defining a Volume which 
is not included in the excluded Volume of a representation. 
The light rays 2052 (shown in dotted lines) from the scan 

head 2007 of the scanner 2001 may spread or scatter or 
disperse in any directions as seen in FIG. 20a), where a 
number of the light rays are illustrated. It is understood that 
only some of all the light rays are shown here. The surface 
area on the tooth Surface where the light rays impinge has 
reference numeral 2016. 

In FIG. 20b) it is shown that even if an object 2072, such 
as a movable object, is arranged between the scan head 2007 
and the surface 2016 of a tooth, the scanner 2001 may still 
capture a surface point 2053 on the tooth surface 2016 which 
is present or hidden “under the object 2072, because of the 
angled or inclined light rays 2052. A surface point 2053 
needs just be visible for one light ray from the scanner in 
order for that surface point to be detected. 

FIG. 20c) shows an example of the far threshold distance 
2051, which determines a distance from the captured surface 
2016 in a representation, where any acquired data or Surface 
or Surface points, which is/are present or located outside the 
far threshold distance 2051, is not included in the excluded 
Volume for the representation. Thus any acquired data or 
surface or surface points in the volume 2054 between the far 
threshold distance 2051 and the scan head 2007 is not used 
in defining the excluded volume of the representation. 

FIG. 20d) shows an example where defining the far 
threshold distance is an advantage for avoiding that real 
tooth surface parts are erroneously disregarded. 
The scanner 2001 should in principle capture all surface 

parts, 2016 and 2017, present in the scan volume, but in 
Some cases the Scanner cannot capture all Surface parts in the 
scan Volume. This may happen for example because the 
Surface part is present outside the focus region of the scanner 
2001 or of the scan head 2007 or because of poor lightning 
conditions for the Surface part. In Such cases the Surface part 
2017 may not be captured and registered, and an excluded 
volume would be determined in the space region where the 
surface part 2017 of the tooth surface is actually present. By 
defining the far threshold distance 2051 less of the scan 
volume is excluded, and thereby it can be avoided that a real 
surface part 2017 is erroneously disregarded. 
The actual distance of the threshold may depend or be 

calculated based on the optics of the scanner. The far 
threshold distance may be a fixed number, such as about 0.5 
mm, 1 mm, 2 mm, 3 mm, 4 mm, 5 mm, 6 mm, 7 mm, 8 mm, 
9 mm, 10 mm, 20 mm, 30 mm, 40 mm, 50 mm, 60 mm, 70 
mm, 80 mm, 90 mm, or 100 mm. Alternatively, the far 
threshold distance may be a percentage or a fraction of the 
length of the scan volume, such as about 20%, 25%, 30%, 
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35%, 40%, 45%, or 50% of the length of the scan volume, 
or such as /2, /3, 4, /s of the length of the scan volume. 
The far threshold distance may be based on a determina 

tion of how far a distance from a detected point of the 
Surface it is possible to Scan, i.e. how much of the Surface 
around a detected point that is visible for the scanner. If the 
visible distance in one direction from a surface point is short, 
then the far threshold distance will be smaller than if the 
distance in all directions from a Surface point is long. 
The figures in FIG. 20 are shown in 2D, but it is 

understood that the figures represent 3D figures. 
Although some embodiments have been described and 

shown in detail, the invention is not restricted to them, but 
may also be embodied in other ways within the scope of the 
Subject matter defined in the following claims. In particular, 
it is to be understood that other embodiments may be utilised 
and structural and functional modifications may be made 
without departing from the scope of the present invention. 

In device claims enumerating several means, several of 
these means can be embodied by one and the same item of 
hardware. The mere fact that certain measures are recited in 
mutually different dependent claims or described in different 
embodiments does not indicate that a combination of these 
measures cannot be used to advantage. 
A claim may refer to any of the preceding claims, and 

“any' is understood to mean “any one or more of the 
preceding claims. 

It should be emphasized that the term “comprises/com 
prising when used in this specification is taken to specify 
the presence of stated features, integers, steps or components 
but does not preclude the presence or addition of one or 
more other features, integers, steps, components or groups 
thereof. 

The features of the method described above and in the 
following may be implemented in Software and carried out 
on a data processing system or other processing means 
caused by the execution of computer-executable instruc 
tions. The instructions may be program code means loaded 
in a memory, Such as a RAM, from a storage medium or 
from another computer via a computer network. Alterna 
tively, the described features may be implemented by hard 
wired circuitry instead of software or in combination with 
software. 
The invention claimed is: 
1. A method for detecting a movable object in a location, 

when scanning a rigid object in the location by means of a 
3D scanner for generating a virtual 3D model of the rigid 
object, wherein the method comprises: 

providing a first 3D representation of at least part of a 
Surface by Scanning at least part of the location; 

providing a second 3D representation of at least part of the 
Surface by Scanning at least part of the location; 

determining for the first 3D representation a first excluded 
Volume in space where no Surface can be present in 
both the first 3D representation and the second 3D 
representation; 

determining for the second 3D representation a second 
excluded Volume in space where no surface can be 
present in both the first 3D representation and the 
second 3D representation; 

if a portion of the surface in the first 3D representation is 
located in space in the second excluded Volume, the 
portion of the surface in the first 3D representation is 
disregarded in the generation of the virtual 3D model, 
and/or 

if a portion of the surface in the second 3D representation 
is located in space in the first excluded volume, the 
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portion of the surface in the second 3D representation 
is disregarded in the generation of the virtual 3D model. 

2. The method according to claim 1, wherein the rigid 
object is a patient’s set of teeth, and the location is the mouth 
of the patient. 

3. The method according to claim 1, wherein the movable 
object is a soft tissue part of a patient's mouth. 

4. The method according to claim 1, wherein the movable 
object is a dentists instrument or remedy which is tempo 
rarily present in a patient’s mouth. 

5. The method according to claim 1, wherein the movable 
object is a finger. 

6. The method according to claim 1, wherein at least part 
of the Surface captured in the first representation and at least 
part of the Surface captured in the second representation are 
overlapping the same Surface part on the rigid object. 

7. The method according to claim 1, wherein the first 
representation of at least part of the surface is defined as the 
first representation of at least a first part of the surface, and 
the second representation of at least part of the Surface is 
defined as the second representation of at least a second part 
of the surface. 

8. The method according to claim 1, wherein the method 
comprises determining a first scan Volume in space related 
to the first representation of at least part of the surface, and 
determining a second scan Volume in space related to the 
second representation of at least part of the Surface. 

9. The method according to claim 1, wherein the scan 
volume is defined by the focusing optics in the 3D scanner 
and the distance to the Surface which is captured. 

10. The method according to claim 1, wherein the first 
scan volume related to the first representation of at least part 
of the Surface is the Volume in space between the focusing 
optics of the 3D scanner and the surface captured in the first 
representation; and the second scan Volume related to the 
second representation of at least part of the Surface is the 
volume in space between the focusing optics of the 3D 
scanner and the Surface captured in the second representa 
tion. 

11. The method according to claim 1, wherein the first 
excluded Volume and second excluded Volume in space 
where no Surface can be present corresponds to the first scan 
Volume and the second scan Volume, respectively. 

12. The method according to claim 1, wherein the volume 
of the 3D scanner itself is defined as an excluded volume. 

13. The method according to claim 1, wherein a near 
threshold distance is defined, which determines a distance 
from the captured surface in the first representation and the 
second representation, where a surface portion in the second 
representation or the first representation, respectively, which 
is located within the near threshold distance from the 
captured Surface and which is located in space in the first 
excluded Volume or in the second excluded Volume, respec 
tively, is not disregarded in the generation of the virtual 3D 
model. 

14. The method according to claim 1, wherein a far 
threshold distance is defined, which determines a distance 
from the captured surface, where the volume outside the far 
threshold distance is not included in the excluded volume of 
a representation. 

15. The method according to claim 1, wherein the first 
representation of at least part of a Surface is a first Subscan 
of at least part of the location, and the second representation 
of at least part of the Surface is a second Subscan of at least 
part of the location. 

16. The method according to claim 1, wherein the first 
representation of at least part of a Surface is a provisional 
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virtual 3D model comprising the subscans of the location 
acquired already, and the second representation of at least 
part of the surface is a second subscan of at least part of the 
location. 

17. The method according to claim 1, wherein acquired 
subscans of the location are adapted to be added to the 
provisional virtual 3D model concurrently with the acqui 
sition of the subscans. 

18. The method according to claim 1, wherein the mov 
able object is an inside of a cheek, a tongue, lips, gums 
and/or loose gingival. 

19. The method according to claim 1, wherein the mov 
able object is a dental suction device, cotton rolls, and/or 
cotton pads. 

20. The method according to claim 1, where in the method 
includes: 

disregarding the portion of the surface in the first 3D 
representation that is located in space in the second 
excluded volume in the generation of the virtual 3D 
model, and 

disregarding the portion of the surface in the second 3D 
representation that is located in space in the first 
excluded volume in the generation of the virtual 3D 
model. 

21. The method according to claim 1, wherein: 
the first excluded volume is determined to be a space 

where no surface of the rigid object is present, and 
the second excluded volume is determined to be a space 
where no surface of the rigid object is present. 

22. A nontransitory computer readable medium encoded 
with a computer program product comprising program code 
for causing a data processing system to perform the method 
of claim 1, when said program code is executed on the data 
processing system. 

23. A system for detecting a movable object in a location, 
when scanning a rigid object in the location by means of a 
3D scanner for generating a virtual 3D model of the rigid 
object, wherein the system comprises a hardware processor 
configured to: 

provide a first 3D representation of at least part of a 
Surface by scanning at least part of the location; 

provide a second 3D representation of at least part of the 
Surface by scanning at least part of the location; 

determine for the first 3D representation a first excluded 
Volume in space where no surface can be present in 
both the first 3D representation and the second 3D 
representation; 
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determine for the second 3D representation a second 

excluded Volume in space where no surface can be 
present in both the first 3D representation and the 
second 3D representation: 

disregard the portion of the surface in the first 3D repre 
sentation in the generation of the virtual 3D model, if 
a portion of the surface in the first 3D representation is 
located in space in the second excluded volume, and/or 

disregard the portion of the surface in the second 3D 
representation in the generation of the virtual 3D 
model, if a portion of the surface in the second 3D 
representation is located in space in the first excluded 
Volume. 

24. The system according to claim 23, where in the 
hardware processor is configured to: 

disregard the portion of the surface in the first 3D repre 
sentation that is located in space in the second excluded 
volume in the generation of the virtual 3D model, and 

disregard the portion of the surface in the second 3D 
representation that is located in space in the first 
excluded volume in the generation of the virtual 3D 
model. 

25. A method for detecting a movable object in a location, 
when scanning a rigid object in the location by means of a 
3D scanner for generating a virtual 3D model of the rigid 
object, wherein the method comprises: 

providing a first 3D representation of at least part of a 
Surface by scanning at least part of the location; 

providing a second 3D representation of at least part of the 
Surface by scanning at least part of the location; 

determining for the first 3D representation a first excluded 
Volume in space where no surface can be present in 
both the first 3D representation and the second 3D 
representation, and/or determining for the second 3D 
representation a second excluded volume in space 
where no surface can be present in both the first 3D 
representation and the second 3D representation: 

if a portion of the surface in the first 3D representation is 
located in space in the second excluded volume, the 
portion of the surface in the first 3D representation is 
disregarded in the generation of the virtual 3D model, 
and/or if a portion of the surface in the second 3D 
representation is located in space in the first excluded 
Volume, the portion of the surface in the second 3D 
representation is disregarded in the generation of the 
virtual 3D model. 


